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ABSTRACT 

This paper describes the analysis of the voice-quality features of “anger”, “joy”, etc. 
depending on the degree of the emotion for expressions in Japanese speech. Among voice-
quality features, we turn to the tilt of speech spectra. The analysis results show that these 
spectral-tilt quantities are emotion-dependent, i.e., the spectral-tilt quantities for “anger” as 
well as “joy” increase significantly as the degree of each emotion becomes greater.  This 
confirms that the voice quality changes to the one whose higher-frequency band is more 
emphasized as the degrees of “anger” and “joy” increase. 
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1. INTRODUCTION 

Owing to recent advancement of speech technology, synthetic speech has remarkably 
improved its quality and is being used in various fields. 

The current synthetic speech applied in practical fields, such as electronic dictionaries, e-
mail reading, etc., is, however, mostly non-expressive. It is therefore necessary to develop a 
technique to synthesize expressive speech if we want to extend its application more widely. 



 

 

Among expressive speech, we have placed a focus on emotional speech such as “anger”, 
“joy”, “sadness”, “gratitude”, etc.  As the first step, we have so far been analyzing the prosodic 
features of various emotional expressions to achieve more natural-sounding rule-based 
synthetic speech [1]-[3]. 

The importance of research on emotional expressions has been widely recognized, and 
workshops specializing in emotional expressions were held. In the ISCA Workshop [4] held 
in 2000, for example, a wide variety of research results were reported, ranging from 
theoretical studies, databases, tools, feature analysis, etc. to applications of speech synthesis 
and recognition. Other relevant works include Scherer [5], Banse and Scherer [6], Schröder 
and Grice [7], Juslin and Laukka [8]. Among them, however, reports on Japanese speech 
synthesis were few. 

In the early stage, Nakayama et al. analyzed and synthesized Japanese emotional speech 
[9]. Later, Kitahara and Tohkura [10], Kobayashi and Niimi [11], and some other 
researchers analyzed rough features of typical emotional expressions such as “joy,” “anger,” 
etc. and/or synthesized emotional speech based on these features. These studies, however, 
gave a mere rough paradigm of emotional expressions such as “joy”, “sadness”, “anger”, etc. 
They therefore left further studies to give rules to express minute emotional nuances. 

We have been taking more minute approach instead of investigating various types of 
typical emotional expressions roughly. As the first step, we have placed a focus on “anger” 
expressions since their prosodic features are relatively clear. “Anger” is divided into four 
degrees: “neutral”, “displeasure (weak)”, “anger (medium)”, and “fury (strong)” and features 
of each degree have been analyzed.  As the next step, we have analyzed the prosodic features 
of “joy”, “sadness”, and “gratitude” using the same approach [1]-[3]. Here, “a degree of 
emotion” refers to the intensity factor of an emotion and it has so far been determined 
subjectively by the speaker. 

There are still few reports on such research in which each emotional expression is divided 
into several degrees and studied how the features differ depending on the degree of emotion.  
Examples of such rare studies can be found in Hirose Group’s works on “anger”, “joy”, and 
“sadness” [12], [13]. One of their reports deals with analysis of Japanese short sentence 
speech with the above 3 types of emotion uttered by one speaker. Another report is 
concerned with analysis of 6-mora Japanese word speech with “anger” expression uttered by 
three speakers. In both studies, they analyzed the features of temporal structures and 
fundamental frequency. Recently, Bänziger and Scherer investigated the features of 
emotional expressions in languages other than Japanese in terms of the degree of emotion 
[14]. 

In our studies, we have tried to clarify prosodic features of Japanese acted speech 
comprehensively; not only the features of temporal structures and fundamental frequencies 
including Fujisaki’s model parameters [15], but also those of speech power. Liscombe et al. 
did research on the relationships between subjective ratings and various acoustic features 
using a huge speech database [16]. This work, however, did not use emotional speech 
samples whose emotions were divided into several degrees, so the degree-dependent features 
were unknown. Nor were known the relationships between subjective ratings and features 



 

 

relating to Fujisaki’s model parameters [17], which were indispensible for generating 
Fujisaki’s-model-based F0 contours for speech synthesis. 

The quality of speech synthesized based on only prosodic features, however, did not 
sufficiently express emotions. We learned that not only prosodic features but also some other 
features must be used to express emotions. Among such features, voice-quality features were 
investigated. 

An example of conventional research on voice-quality analysis and synthesis can be found 
in Kasuya et al.'s study, in which they constructed a speech synthesis system that was capable 
of synthesizing “suspicious” and “disappointed” expressions [18], [19].  They introduced 
several paralinguistic features in combination into the system.  These features included 
prosodic and voice-quality features such as F0 patterns, F0 range, intensity, duration, glottal-
flow waveform and spectrum, turbulent noise, fluctuations, and formant characteristics. 

Instead of exploring such sophisticated expressions, we have placed a focus on several 
basic emotions such as “anger”, “joy”, etc. with several degrees, as an extension of our study 
of prosodic features. 

Some of the most important factors that affect voice quality of such emotional speech may 
be noise in speech, specifically in excitation, spectral shapes, i.e., spectral tilt and depth 
between the peaks and dips of the spectrum, etc. 

With regard to the noise levels of speech, we have so far measured the noise levels of the 
predictive residual signal of speech that expresses several degrees of each emotion and 
clarified quantitatively that the noise levels differ depending on the type and degree of 
emotion [20]. 

This paper places a focus on the features of the spectral-tilt quantities of speech. So far, 
many researchers have done work on spectral-tilt features [16], [18], [19]. What is novel in 
our research is that we have clarified the spectral-tilt features of multiple degrees of emotions in 

Japanese speech. As the first step, this paper reports the spectral-tilt features of “anger” and 
“joy” groups. 

2. OVERVIEW OF EMOTIONAL SPEECH SYNTHESIS SYSTEM 

We propose a rule-based emotional speech synthesis system as shown in Fig. 1, consisting 
of prosody conversion as well as voice-quality conversion functions.  This system is 
scheduled to be constructed as an extension of our residual-excited PARCOR synthesis system 
[21], which was confirmed to yield better speech quality than the conventional impulse-
/white-noise-excited PARCOR synthesis system did. 

Prosody conversion can be achieved using the knowledge of prosodic features of emotional 
speech [1]-[3]. 

In voice-quality conversion, excitation conversion is expected to be achieved if we can 
generate similar excitation of emotional speech artificially so that the noise level can be 
adjusted to that of emotional speech using the measure called an “N/S ratio” [20].  Spectral 



 

 

tilt conversion is also expected to be achieved if we can accumulate knowledge of spectral-tilt 
features, which will be described in the following sections. 

3. EXPERIMENTAL CONDITIONS 

3.1. Speech Samples 
The speakers were two radio actors and two radio actresses in their 20s and 30s. As speech 

samples, we used 4-mora and 6-mora Japanese words that had either of the three accent 
types: flat, mid-high, or head-high.  The number of words was 5 as listed in Table 1. The 
measuring points here were arbitrarily chosen from quasi-stationary parts of high-accented 
vowels.  The types of emotions were “anger” and “joy”.  Each word was uttered with the 
following three degrees of the emotions: “neutral”, “medium”, and “strong”.  At this stage, the 
“degrees” were subjectively defined by the speakers themselves.  Standardization of 
“degrees” in relation to subjective listening tests is being conducted as a separate study [17]. 
They uttered 5 times a word.  The total number of words was thus 500. 

Table 1: Words for analysis 

Word Measuring point 

“yamagoya” /a/ in “ma” 

“gaikokumai”  /a/ in “ma” 

“umaoimushi”  /a/ in “ma” 

“imanimo”  /i/ in the first “i” 

“atonomatsuri”  /a/ in the first “a” 

Figure 1: Rule-based emotional speech synthesis system 



 

 

3.2. Analysis Conditions 
Analysis conditions are listed in Table 2. 

Table 2: Analysis conditions 

Processing  Parameter Value 

Digital recording 
 

Sampling frequency 
Bit length 

48 (kHz) 
16 (bit) 

Down-sampling for speech analysis Sampling frequency 8 (kHz) 

Window length 
 

512 (samples) 
64 (ms) 

Window type Hamming 

FFT and LPC for spectral analysis 
 

Order of LPC 10 

 

4. EMOTION-DEPENDENT SPECTRAL FEATURES 

Figure 2 shows the FFT spectrum of “neutral”, “fury”, and “great joy” speech samples.  As 
designated by the pink ovals in the figure, the powers in the higher band (approximately 
more than 2000 (Hz)) of the spectra of “fury” and “great joy” increase relative to those in the 
lower band and the valley of the spectrum is flattened. 

Figure 2: Spectra of “neutral”, “fury”, and “great joy” speech                                                  
Speaker: FY (male), word: “atonomatsuri” 

 



 

 

These features can be quantified by introducing a spectral-tilt quantity and a distance 
quantity between the spectral peak and dip.  This paper will only deal with a spectral-tilt 
quantity. 

5. DEFINITION OF SPECTRAL TILT 

Kasuya et al. defined a spectral-tilt parameter TL as a difference between the peak dB-
power level and the dB-power level at 2-3 kHz of the spectrum of the source waveform [18], 
[19].  In this paper, we defined a spectral-tilt parameter in a different way so that the 
parameter matched our proposed speech-synthesis system described in Fig. 1. A synthesis 
method based on this spectral-tilt definition will be reported in a separate paper in future. 

Figure 3 shows power spectra and their regression lines obtained by the least squared 
method.  In the figure, the blue curve is the spectrum at /a/ in the word “atonomatsuri” with 
“neutral” emotion and the red one is the spectrum at the same part of the word with “fury” 
emotion both uttered by female speaker NN. 

Here, a spectral tilt parameter is defined as the primary coefficient of the regression-line 
function.  As seen in this figure, the spectral tilt of “fury” speech is greater than that of 
“neutral”. 

6. ANALYSIS RESULTS 

We conducted spectral-tilt analysis for all speech samples. 

Figures 4 and 5 show the results of spectral-tilt analysis.  In the figures, the lengths of bars 
denote mean values and those of error bars denote standard deviations. 

Figure 4 shows the spectra-tilt quantities for “anger” speech uttered by two male and two 
female speakers.  From this figure, we knew that as the degree of “anger” increased, the 

Figure 3: Spectra and their regression lines                                                
Speaker: NN (female) 



 

 

spectral-tilt quantities tended to increase.  This tendency was common to all speakers.  The 
quantities were, however, greater for the female speakers than for the male speakers. 

Figure 5 shows the spectra-tilt quantities for “joy” speech uttered by the same speakers.  In 
the case of “joy” also, the tendency was the same as the case of “anger”. 

Figure 4: Results of FFT spectral tilt analysis for “anger” speech                                              

Figure 5: Results of FFT spectral tilt analysis for “joy” speech                                                 



 

 

These results depicted in Figs. 4 and 5 confirmed that the voice quality changed to the one 
whose higher-frequency band was more emphasized as the degrees of “anger” and “joy” 
increased. These results also suggest that a dimensional representation of emotions is useful 
for more minute expressions of emotions by a speech synthesis system. 

One of the potential reasons for finding the same pattern in “anger” and “joy” is 
presumably that both are realized as high activation/arousal states, which is known to 
correspond to louder speech with higher vocal effort and should thus be expected to show 
higher spectral tilt than neutral speech. 

7. DISCUSSIONS 

7.1. Statistical Tests 
Student's t-tests were conducted to confirm whether there were significant differences in 

the spectral-tilt quantities between “neutral” and emotional groups.  The test results are listed 
in Table 3. 

From this table, we knew that there were significant differences between “neutral” and 
“anger” / “fury”, and between “neutral” and “joy” / “great joy” in most cases at the 1% level. 

Table 3: Results of statistical tests for FFT spectral-tilt quantities                                                       
between “neutral” and “anger / joy” groups 

Emotion and degree Speaker 
(Gender) 

Anger Fury Joy Great joy 

FY (male) p < 0.01 p < 0.01 p < 0.01 p < 0.01 

KF (male) p < 0.01 p < 0.01 p < 0.01 p < 0.01 

NN (female) p > 0.05 p < 0.01 p < 0.01 p < 0.05 

MY (female) p < 0.01 p < 0.01 p < 0.01 p < 0.01 

 

7.2. Phoneme-Dependency of Spectral Tilt 

Since a speech power spectral shape depends on the kind of the phoneme, the spectral-tilt 
quantity is also expected to depend on the kind of the phoneme. 

The phonemes used for analysis this time were Japanese /a/ and /i/.  As seen in Figs. 4 and 
5, the spectral-tilt quantities of /i/ for some data were greater than those of /a/. However, the 
increments of the spectral-tilt quantities of emotional speech from those of “neutral” speech 
might be less phoneme-dependent. Further analysis for other vowels is needed to clarify 
phoneme-dependent or independent features. 

7.3. Spectral-Tilt Features of “Sadness” Speech 

Spectral-tilt features of “sadness” speech are being analyzed. According to the analysis 
results so far, there seem to be no significant differences between the spectral tilts of 



 

 

“neutral” speech and those of various degrees of “sadness” speech due to the diversity of 
“sadness” expressions in Japanese speech. To clarify accurate features, “sadness” needs to be 
divided into a few categories. We will report these analysis results in the near future. 

8. CONCLUSIONS 

This paper has described the analysis of voice-quality features of emotional speech in terms 
of spectral tilt. 

From calculation results, we have known that spectral-tilt quantities of “anger” and “joy” 
group speech are significantly greater than those of “neutral” speech. Furthermore, spectral-
tilt quantities of speech uttered by female speakers are greater than those of speech uttered 
by male speakers. These results confirm that the voice quality changes to the one whose 
higher-frequency band is more emphasized as the degrees of “anger” and “joy” increase.  
Furthermore, the results suggest that these tendencies are more emphasized for female 
speech. 

From the above results, it may be concluded that a dimensional representation of emotions 
will be useful for more minute expressions of emotions by a speech synthesis system. 

Future studies will be to analyze spectra-tilt features of other types of emotions such as 
“sadness” and to synthesize emotional speech using the voice-quality features gained through 
our research. 
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