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ABSTRACT 

How people experience affect and emotion, both in conveyance and recognition, partially 
determines how they interact with others, how they perform in their jobs, and how they carry 
out general day-to-day activities. It is hence crucial to endow technology with the ability to 
recognize its users’ affective state to increase the technologies’ effectiveness.  The study aims 
at recognising non-basic affective states from non-acted body postures in the context of a 
body-movement based video game situation. A motion capture system was used to capture 
the postures of players playing the Nintendo Wii sports games. Automatic recognition models 
are then built and tested for their ability to generalise to both new observers and new 
postures using a repeated sub-sampling validation method. As input to the automatic 
recognition software the joint rotation values captured by the motion capture system are 
used. This allows for the creation of recognition models that are easily adaptable to different 
contexts. As output, emotion categories related to a game context were chosen. To set a 
benchmark against which the recognition system is evaluated, an online posture evaluation 
survey was conducted using the affective body postures collected with the motion capture 
system.  The postures were reconstructed as faceless humanoid avatars and presented for 
classification by human observers.  The agreement levels and reliability ratings between the 
observers are based on a repeated sub-sampling validation method.  The results showed that 
human agreement levels in this study are above chance level and the automatic recognition 
models’ performance is comparable to the benchmarks. 
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1. INTRODUCTION 

Emotions are a very important aspect of our lives [1]. They support our cognitive 
processes but they can also impair them; they help us work efficiently and appropriately and 
they mediate our social interactions.  Recognising emotion is hence a very important 
intelligent and social skill. The most common affective cues used to recognize emotions in 
others are visual (facial expressions and body postures/gestures) and aural ones. As 
technology is now part of our social lives, the affective computing and the kansei engineering 
fields have worked in the last decade towards creating technology that has the ability to 
recognize emotional expressions in its users.  

Among the visual affective cues, most of the research in this area has focused on affect that 
is expressed and perceived from facial expressions in particular, whereas research on body 
posture has been much less emphasised. Reasons for this difference may be due to the lack of 
formal models for body posture as there are for the face (e.g., the Facial Action Coding 
System (FACS) [2]), as well as the complexity of the body. Furthermore, in behavioural 
science research it was long thought that facial expressions were the main cue for emotion 
recognition, and gestures and postures were considered to act mainly as a support to emotion 
recognition [3]. Recent studies in neuroscience and psychology have instead proved that 
postures and gestures are as valuable as facial expressions [4]. The recent interest in bodily 
expressions in the affective computing area is also due to the new type of movement-based 
interaction technology that is becoming available to a larger market. However most of the 
work done in this area has focused on acted expressions [5,6,7] with a few exceptions 
[8,9,21] on natural expressions but generally driven by stereotypical rules such as dance. As 
such they cannot be used as a model for everyday expression recognition software. In real 
life, real expressions, i.e., non-acted expressions, are subtler and more complex to recognize.  

The focus of our study is to create software to recognize non-acted affective postures for 
applications which could replace a human interaction partner, such as video games. The 
overall main hypothesis is that affect can be recognised from whole body postures using a 
low-level description of the body. To investigate this more fully, two sub-hypotheses are 
made: one, that humans can recognise affect from natural body posture at above chance level; 
two, that automatic recognition models can achieve accuracy rates similar to benchmarks 
based on human observers. The benchmark and the system are built upon a dataset collected 
from players playing Nintendo Wii sports games. The postures are collected between 
matches and represent the affective expressions that occur after having made or lost a point 
in the match.  

2. BACKGROUND 

According to [10,11], changes in a person's affective state are also reflected by changes in 
body posture.  Ekman and Friesen [12] conjecture that postural changes due to affective 
state aid a person's ability to cope with the experienced affective state.  In fact, as seen in 
behavioural studies [13,14], some affective expressions may be better communicated by the 
body than by the face. Furthermore, another study by Ekman and Friesen [15] showed that 
people tend to control their facial expressions more than their bodily expressions when they 



 

 

are trying to hide their emotions. As counterpart, people trust more expressions of the body 
than expressions of the face when these two are incongruent [16].  

Many of today’s affective recognition systems of body posture and movement have focused 
on extracting emotion information from dance sequences. One of the well known works in 
this area is by Camurri and colleagues [8]. They examined cues involved in emotion 
expression in dance for four affective states, anger, fear, grief and pride.  Decision trees were 
chosen to build and test automatic recognition models.  The results for the best decision tree 
model built on testing data ranged between 31% and 46%.  For the same set of data, the 
recognition rate for the human observers was 56% [17].   

Turning to non-dance based automatic bodily expression recognition, Berthouze et al. 
[18,19] proposed a system to recognize basic emotions (happy, sad, fear, anger) and affective 
dimensions from posture (valence, arousal, action tendency). The system is based on low 
level features describing the distances between body joints and it was tested on acted 
postures. The results showed very high levels of recognition rates comparable to human 
recognition performance. Bernhardt and Robinson [7] have built affect recognition models 
for non-stylised, acted knocking motions using Pollick et al's motion capture database [20].  
They considered three basic emotion categories (angry, happy, sad) and neutral.  Their 
model takes into account individual idiosyncrasies in order to reduce the complexity of the 
modeling. After training, the classifier was tested on the motion samples from a single actor. 
The results showed a 50% recognition rate for the motions without removing the personal 
biases, while recognition significantly increased to 81% using the unbiased motions.   

The studies presented in [21,22] focus on non-acted postures. Their system models a more 
complete description of the body, attempting to recognise three discrete levels of a child's 
interest [21] and self-reported frustration [22] from postures, facial expressions, and task 
performance while the child uses a computer to solve a puzzle. Of the three types of input 
examined, the highest recognition accuracy was obtained for posture activity (55.1%) [21]. 
Another interesting work for non-acted gestures is presented in [9]. The paper proposes an 
affective gesture recognition system that recognizes the intensity of the affective state (sad, 
frustrated, happy and joy) of a child through his/her body gestures while playing computer 
games. The results showed a 79% agreement between the system and a human observer in 
the emotion recognition process and a strong agreement for the recognition of the level of 
intensity of the emotion except in the case of subtle expressions.  

To conclude, most of the work has focused on acted bodily expressions or on exaggerated 
expressions (e.g., dance) that do not occur in everyday situations. Our work proposes a 
system that recognizes affective states from a low-level description of non-acted body 
postures. In this paper, we assign to the term affect in a broad meaning to include cognitive 
states. A benchmark created upon an extensive analysis of the agreement between human 
observers is used to evaluate the system. The next section will present the method used to 
create the posture data. Section 4 describes the surveys implemented to build the benchmark 
on human observers. Finally, Section 5 presents the automatic recognition system and 
evaluates its performance against the human benchmark. 



 

 

3. CORPORA COLLECTION 

The first step in assessing if non-basic emotions can be recognised from non-acted postures 
was to obtain postural data.  A Gypsy 5 electro-mechanical motion capture system 
(Animazoo Ltd.) was used to numerically record the body motions of the participants during 
video game play. Eleven players, six females and five males, ranging in age from 20 to 30, 
were recruited for participation.  The players were asked to play sports games with the 
Nintendo Wii for at least 30 minutes and have their body motions recorded.   

After collecting the motion capture data, the apex instants of the motion capture files were 
manually located.  The apex postures were selected during the non-play windows, i.e., during 
the gaming session in which the player views a replay of the point that was just played. Due 
to the nature of collecting non-acted postural expressions, a player-defined apex instant does 
not exist nor was there a definitive static posture for many of the motions.  Thus, sections of 
each motion capture file in which affect was displayed needed to be located first.  Three 
university students were recruited as novice coders. The purpose is to examine how 
untrained lay people interpret affect from posture. They were asked to locate the start and 
end frames of the replay windows which they felt contained affective bodily expressions.  The 
coders also provided potential affective state labels for these sections to obtain a list of 
possible affective states to be used in the forced-choice posture judgment survey described in 
the next section.  The labels are grouped according to the affective state that was ultimately 
chosen for the survey, partially determined from an article by Lazzaro [23] which describes 
some of the typical affective states associated with general game play: Concentrating 
(Determined, Focused, Interested); Defeated (Bored, Defeated, Give up, Sad, Tired), 
Frustrated (Angry, Frustrated) and Triumphant (Confident, Excited, Motivated, Happy, 
Victory). A total of 103 affective postures were chosen.   

4. HUMAN RECOGNITION OF AFFECTIVE POSTURES 

The goal of this section is to examine the extent to which human observers can recognise 
non-basic affective states from static images of non-acted whole body postures. As previously 
stated, as of yet there are no recognised benchmarks for evaluating human recognition rates, 
thus chance level is considered the target, as it is the current metric used in affective 
computing. A benchmark computed on the observers agreements will be used as the 
benchmark for evaluating the performance of the automatic recognition models discussed.   

4.1. Postures judgement survey  

To test human performance in recognising affect from posture, the ground truth must be 
built; labels need to be assigned to the affective postures.  The view taken in this research 
project is that there is no inherent ground truth affective state label that can be attached to 
the postures.  The players are not used to label their own postures because “self-reported 
feelings at the end of a task are notoriously unreliable” [21] and it is not feasible to stop the players 
during the gaming session to ask them their current affective state.  Furthermore, because the 
complete affective state is expressed through the combination of a variety of modalities in the 
non-acted scenario in particular, it is difficult for the players to be aware of which modality 
they used, or if their bodies were expressing their true feelings.  Thus, the approach used in 
this research is to use outside observers’ judgments of the postures. An online posture 



 

 

evaluation survey was conducted using computer avatar stimuli built by using the selected set 
of postures (see Section 3). Computer avatars were used instead of human photos in order to 
create a non-gender, non-culturally specific ‘humanoid’ in an attempt to eliminate bias. The 
goal right now is to understand how posture alone allows for the recognition of affect. As 
future work, an ideal system would integrate many types of information such as facial 
expressions, age, gender, etc. 

 

Figure 1:  Examples of avatars for each category according to the results from the survey 

The posture judgment survey was carried out using two classification methods: an online 
task as a series of webpages and a card sorting task [25]. These two different methods were 
used in an attempt to reduce potential boredom experienced by the observers. Both tasks 
were performed on the entire set of 103 posture stimuli.  A forced-choice experimental design 
was implemented.  The survey participants, referred to as observers hereafter, were asked to 
view the postures and associate one of four affective state labels, concentrating, defeated, 
frustrated, and triumphant, to each posture. For both tasks, the posture stimuli were presented 
in a randomised order. Eight observers participated: five males and three females between 
the ages of 23 and 31.  Each observer made five evaluations on the entire set of postures: one 
online evaluation and four card sorting evaluations.  At least 12 hours elapsed between 
evaluations.   

4.2. Measuring human agreement performance  

The results of the survey are presented in Figure 2. Each pie chart represents the frequency 
of use for each affective state label for an individual posture. The pie charts (i.e., postures) 
are organized according to the most frequent label assigned to them. Examples of labelled 
postures (avatars) are provided in Figure 1. The percentage of agreement for each of the 103 
postures is above chance level of 25% (considering four affective state categories). By using 
the most frequent label as the ground truth for each posture, across the 40 evaluations (60 
concentrating, 22 defeated, 5 frustrated, 16 triumphant), the total overall agreement and the 
agreement for each affective state was as follows: Overall agreement 58%, Concentrating 
57%, Defeated 64%, Frustrated 39%, Triumphant, 61%. Concentrating is the category 
containing the most postures. One comment made by a few observers was that they often 
used this category when they felt that the posture being evaluated did not fit into any of the 
other categories. Within the Defeated category, disagreement occurs with Concentrating and 
Frustrated with almost no disagreement for Triumphant as could be expected. Frustrated is 
the category with the most disagreement in labelling, however, only five postures achieved 
highest agreement for Frustrated (ranging from 35% to 50%) than for the other labels. These 
postures are quite different from one another. Most noticeable is that the Frustrated postures 



 

 

appear more animated than the Concentrating or Defeated postures. Disagreement within 
the Triumphant category occurs mainly with Frustrated, and Concentrating for a smaller 
number of postures.  

 
Figure 2:  The overall agreement on the set of affective postures for the 40 evaluations 

made by the eight Wii posture judgment survey observers  

Table 1:  The overall agreement  and their inter-observer reliability (i.e., Cohen’s Kappa) 
between each pair of observer subsets 

Trial Agreement Kappa 95% CI Strength 

1 62.14% 0.436 0.313, 0.559 Moderate 

2 52.43% 0.295 0.158, 0.432 Fair 

3 70.87% 0.542 0.411, 0.673 Moderate 

4 69.9% 0.523 0.392, 0.654 Moderate 

5 76.7% 0.623 0.498, 0.748 Substantial 

6 76.7% 0.600 0.471, 0.729 Moderate 

7 63.11% 0.462 0.339, 0.585 Moderate 

8 59.22% 0.372 0.233, 0.511 Fair 

9 67% 0.470 0.329, 0.611 Moderate 

10 68.93% 0.497 0.362, 0.632 Moderate 

 

4.3. Creating the benchmark 

To create benchmarks for the human recognition of affective states from posture, the first 
step is to assess observer reliability. The second step is to create the benchmarks that will be 
used to evaluate the performance rates of the automatic recognition models. Inter-observer 
reliability was measured to test the consistency between subsets of observers. The observers 
were divided into 3 subsets 10 times using random repeated sub-sampling with replacement. 



 

 

Subsets 1 and 2 (each containing 3 observers) were used to determine the human level of 
agreement. Subset 3 (containing 2 observers) will be used later to train automatic recognition 
models. The results are listed in Table 1. Each row constitutes a trial and lists the overall 
agreement between subsets 1 and 2, Cohen's kappa, the 95% confidence interval and the 
strength of agreement [24]. The strength of agreement is mainly moderate across the 10 
trials, which indicates good agreement beyond chance [25].  The agreement levels for all 4 
affective states are above chance level, thus outperforming the target rate. The highest 
agreement levels are seen for Defeated and Triumphant possibly because they are the two 
most strongly opposite affective states being studied. The lowest agreement level, as expected 
is for Frustrated. The average agreement across the 4 categories is 66.7% and it is set as our 
benchmark for evaluating the system.  

Table 2:  ANOVA analysis for the low-level features: normalized mean values. The letters “a, 
b, c,” indicate the pair of states showing significant differences for the corresponding features 

Low-level feature Concentrating Defeated Frustrated Triumphant P 

x rot. torso .53a .63abc .44b .48c .003 

x rot. L. collar .45ab .36acd .52bc .49d .001 

x rot. R. collar .45ab .36acd .52bc .49d .001 

y rot. R. collar .47ab .49acd .59bc .54d .039 

z rot. L. shoulder .53ab .58cd .48ac .44bc .000 

y rot. L. shoulder .55a .65b .44 .34ab .000 

y rot. R. shoulder .50a .61b .34 .32ab .000 

z rot. L. elbow .66a .54ab .66 .73b .003 

x rot. L. elbow .75a .62ab .83 .84b .011 

y rot. L. elbow .64a .52ab .62 .72b .001 

z rot. R. elbow .57a .50b .66 .75ab .000 

x rot. R. elbow .67a .55b .77 .86ab .001 

y rot. R. elbow .13ab .03ac .28 .46bc .000 

x rot. L. wrist .58 .47a .59 .68a .004 

5. AUTOMATIC RECOGNITION OF AFFECTIVE POSTURES 

5.1. Low-level posture description and feature analysis 

Each posture stimulus selected according to the procedure set in Section 3 is associated to 
a vector containing a low-level description of the posture. The description is built upon the 
3D joint Euler rotations captured by the motion capture system.  Each rotation value is 
normalised to [0,1] by taking into account the fact that the maximum range of rotation differs 
for each joint. Some of the joint rotations were removed as they were considered redundant 
(e.g., baricenter rotations). The remaining joints were: head, neck, collar, shoulders, elbows, 
wrists, torso, hips and knees.  



 

 

To evaluate the discriminative power of the low-level posture configuration features for 
distinguishing between the affective states, each feature was subjected to one-way ANOVAs. 
The results are summarised in Table 2. Even though a standing scenario was chosen, it is 
interesting to note that the important low-level posture description features are mainly the 
arms and upper body. This could indicate that the majority of the movement really is upper 
body for the type of scenario used. Looking more closely at the results, it can be seen that 
significant differences occurred for the x rotation of the torso (the degree of forward or 
backward bending of the body) between the more ‘active’ affective states (Frustrated and 
Triumphant) and the less ‘active’ states (Concentrating and Defeated). In the case of the x 
rotation of the collar (the degree of forward slumping or backward straightening of the 
collar) significant differences occurred between Concentrating and Defeated against 
Frustrated, and Defeated against Triumphant. Significant differences were also obtained for 
the z and y rotations of the shoulders. For the z rotation of the shoulder (the lateral and 
vertical extension of the arm at the shoulder), the significant differences occurred with 
Concentrating and Defeated against Frustrated and Triumphant. For the y rotation of the 
shoulder (the rolling of the shoulder causing a lateral to and from frontal movement), the 
significant differences occurred with Concentrating and Defeated against Triumphant. 
Similar to the z rotation of the shoulders, for the y rotation, much more ‘movement’ is implied 
in the Triumphant postures.  

Table 3:  Automatic recognition performance (average and standard deviation): observer 
generalization 

System total Concentrating Defeated Frustrated Triumphant 

60% (11.61) 66% (18.27) 62% (15.76) 16% (18.82) 64% (14.29) 
 

 

Figure 3:  The ROC curves for the 4 affective states for the automatic recognition model 
built for generalising to novel postures. (a) Concentrating; (b) Defeated; (c) Frustrated; (d) 

Triumphant 

5.2. Automatic recognition  

The next task is to build and evaluate automatic recognition models of non-basic affective 
states from posture. Recognition model testing was conducted for the ability to generalise to: 
i) new observers and ii) new postures. The input for creating the models is the vector of low-
level posture description features as described above, and a non-basic affective state label for 
each static posture stimulus. To test the automatic recognition models’ ability to generalise to 
new observers, the models were built with the WEKA back-propagation algorithm and 
trained using the previously unused subset 3 and then tested with subset 1. The results are 
summarised in Table 3. The average recognition across all 10 trials was 59.81%, SD = 



 

 

11.61%. The automatic recognition models for seven of the 10 trials achieved recognition 
rates above the benchmark (66.7%). If we look at each affective state, we notice that the 
performance on Frustration is very low. This was to be expected given the very small data set 
available (5 postures) and the low level of agreement among the observers.  

Automatic recognition models were also tested for their ability to generalise to novel 
postures. The 103 postures were associated with the ground truth label most frequently 
assigned by the 10 observers’ 40 evaluations and the vectors of posture description features. 
An automatic recognition model was built and tested using the WEKA back-propagation 
algorithm with 10 fold cross-validation. The model achieved a recognition rate of 60.19%. 
The model’s performance on the individual affective state categories are illustrated in the 
ROC curves in Figure 3. The ROC curves show positive results for all the categories except 
Frustrated. Again, this is due the low number of postures for this category.  

6. CONCLUSION 

This paper presented experiments designed to investigate the recognition of non-basic 
affective states from non-acted body posture information. It was hypothesised that human 
observers could achieve above chance agreement levels when attributing non-basic affective 
states to static images of a faceless humanoid avatar. It was also hypothesised that automatic 
recognition models could be grounded on a set of low-level posture information and achieve 
recognition rates similar to a benchmark computed from the human observers. Posture data 
was collected from participants wearing a motion capture suit and playing sports video games 
with the Nintendo Wii™. Because the players were unaware of the purpose of the study, it is 
believed that their bodily expressions of affect were non-acted and unsolicited. After locating 
the affectively expressive sections of the motion capture data, a different set of participants, 
the observers, was asked to judge static posture images taken from the motion capture data 
by associating one of four non-basic affective states (concentrating, defeated, frustrated and 
triumphant) to the postures. To analyse human agreement rates, the level of agreement and 
reliability was ascertained for the observers’ judgments first resulting in an average of 75% 
agreement (i.e., the benchmark). A repeated sub-sampling method was implemented for 
testing the models’ ability to generalise to new observers. Ten-fold cross-validation was 
implemented to test the models’ ability to generalise to new postures.  As hypothesised, the 
observer agreement levels were above chance level and the performances of the system were 
similar to the benchmark that was set. 
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