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ABSTRACT 

Color is an important component to express emotions in images. The relationships between 
color and emotions have long been studied, both from artistic and psychological points of 
view. In this paper, we study the links that can be established in an unconstrained 
experimental setup, using a social tagging system that enables users to freely label images, 
without imposing any restriction regarding the label or the image choices. After collecting 
images labeled with emotion terms from the FlickR system, we consider both an objective 
color description of the images in the HSV color space, as well as a subjective semantic 
description, using images presenting color terms tags. The latter thus applies to images for 
which annotators underlined the importance of the chromatic content and leads to the 
identification of emotion characterization in terms of colors and reciprocally of colors in 
terms of emotions, although not in bijective relations. 

Keywords: emotion detection, image processing, affective computing, machine learning  

1. INTRODUCTION 

The relationships between colors and emotions have long been studied, both from a 
theoretical point of view, formalizing artistic theories (see for instance [1]), and from a 
psychological point of view (see for instance [2, 3, 4]). More recently, many works have 
attempted to link images and emotions using machine learning tools, such as artificial neuron 
networks [5], fuzzy c-means [6] or support vector machines [7]. All these works are based 
on rather small number of examples, since one of the main problems is the constitution of an 
appropriate data set, containing images annotated with the studied emotions.  
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In this paper, we propose to identify relations between colors and emotions based on data 
extracted from a photo sharing website (www.flickr.com). Such a website is particularly 
interesting since it provides social tagging possibilities, i.e. it lets users tag photos they upload 
with freely chosen labels. Thus, millions of users tag hundreds of millions of photos, which 
makes it possible to construct databases with sufficient numbers of images. 

The framework we propose consists of three steps: first, we build data sets by retrieving 
images associated to a set of emotional tags; second we extract color descriptors from the 
images, third we identify and study the relations between colors and emotions, using 
statistical tools and machine learning algorithms. 

Regarding the emotions we consider, we exploit the well-known Plutchik's emotion model 
[8]. The latter belongs to the framework of categorical emotion model and it is made of 8 
basic emotions, for each of which 3 intensity levels are defined. In this paper, we adopt the 
middle intensity level, thus we consider the following 8 emotions: anger, anticipation, joy, 
trust, fear, surprise, sadness and disgust.  

Regarding the color description we successively consider two representations: an objective 
numerical one through the HSV color space, and a subjective linguistic one, based on color 
terms used to label the images. To that aim we carry out two experiments: in a first one, we 
download images tagged with one of the emotional terms mentioned above and extract their 
chromatic content in the HSV space. We then apply the decision tree algorithm C4.5 [9] to 
identify color-emotion relations. The obtained results underline that in such a data set, 
emotions associated to images depend on the interpretation of their content (e.g. a person 
smiling), rather than their visual appearance (e.g. dark or saturated colors).  

In a second experiment, we consider a linguistic description of the image chromatic 
content, based on images tagged with names of colors, in addition to the emotion names. 
Thus we focus on images for which users considered the visual appearance of the image (in 
this case the chromatic description) an important feature. We then study the associations 
between colors and emotions, highlighting the most frequent ones. 

The paper is organized as follows: after a brief introduction about social tagging and the 
FlickR website, Section 2 describes how the latter is used to build the image corpuses. 
Section 3 presents the experiment on the chromatic characterization of emotions based on a 
numerical color description in the HSV space. Section 4 describes the experiment based on 
the linguistic color description through color name tags, as well as a study of the use of 
emotion and color tags in FlickR. Finally, the conclusions obtained from these experiments 
and exploitations are stated in the last section along with the direction of our future works. 

2. CORPUS CONSTRUCTION 

2.1. Social tagging systems - FlickR 

   Many social tagging systems emerged along with the development of the web, for 
different types of resources such as restaurants, bookmarks in the case of the social 
bookmarking web service del.icio.us, or more frequently photos and videos, as is the case of 
the image and video hosting website FlickR. These systems allow users to share tags for 



 

 

supported resources: the latter are thus linked by the tags, enabling users to efficiently mine 
them.  

In this paper, we consider the FlickR system (www.flickr.com), which is very popular in 
the field of photo sharing. It offers the possibility to store and share photos with family, 
friends and to tag them easily. Unlike some other social systems, FlickR is not a hierarchical 
system and it does not restrict preferences of users to tag their resources: it does not impose 
taxonomy for choosing the labels, which could bias the tagging step, restrict users and 
prevent them from finding a suitable term to express their feelings. On the contrary, FlickR 
makes it possible to use any tag to label the resources. This enables to construct a reliable 
corpus. 

2.2. Retrieval of images from FlickR 

In order to build an emotional image corpus, we use the web-service API and propose to 
use configurable queries of the form:  

emotion terms [and color terms] [*restriction] [-restriction]   

The first part contains emotion terms, it can be constituted of one or several terms of the 8 
emotions defined in Plutchik’s model. It is then optionally followed by the color terms which 
are represented by the 11 basic color terms, as they were defined in the reference work on 
color naming [10], namely black, white, red, green, yellow, blue, brown, orange, pink, purple 
and gray. Lastly, we add some optional restrictions, of two different types: the restriction 
starting with the star symbol expresses a restriction about time, i.e. the period during which 
images are collected. It is specified by the start and the end date. The restriction starting with 
“-“ is used to exclude specific terms in the image labels, and filter out some images. It aims at 
reducing the number of images for which the semantic content determines the emotion and 
dominates the chromatic content. Indeed, we observed for instance that many images labeled 
with anger represent demonstrations, and cannot be related to any specific colors: their color 
content cannot be associated to emotions. The semantic restriction filters out such images by 
excluding these taboo tags. The following query illustrates the type of considered queries:   

(anger OR anticipation OR ... OR joy) AND (red OR green OR blue ... OR yellow) *1/6/2006 
*11/30/2006 –demonstration 

This example extracts images tagged with at least one emotion tag and at least one color 
tag, uploaded between 01/06/2006 and 06/30/2009 and not labeled with the word 
demonstration. Figure 1 illustrates some images extracted by this query. 

 

 



 

 

(a)   (b)  (c) 

Figure 1:  Examples of some collected images with their chromatic and emotional labels:  
(a) red – anger, (b) red – anger, (c) green - trust 

3. EXPERIMENTS BASED ON AUTOMATIC COLOR 
DESCRIPTION 

In this section, we describe experiments carried out to discover possible relations between 
color representation of image and the associated emotion tag, based on an objective 
numerical color description in the HSV color space. 

3.1. Protocol 

According to the requirements of the experiment, we construct an ensemble of images such 
that, first, each image is tagged with only one emotion tag and, second, the numbers of 
images for each emotion are balanced. We retrieve such a corpus using one query per 
emotion, anger, anticipation, ... joy, and then eliminating images associated with more than one 
emotion term as well as those possessing the taboo tags. Finally, we take first the 1000 images 
in each query result to balance the number of images for each emotion.  

To produce color representation of these images, we code them as histograms in the HSV 
color space. We divide it into 36 non-uniform subspaces [11], quantizing hue into 7 non-
uniform colors, and dividing saturation and value into 3 non-uniform parts respectively.  

We carry out three experiments with this data set, as described below: (i) a classification 
task to distinguish between the 8 emotion classes from the HSV histograms, (ii) 28 binary 
classification tasks, for all emotion pairs, and (iii) a binary classification task to discriminate 
positive emotions from negative emotions. We use the decision tree algorithm C4.5 integrated 
within the machine learning platform WEKA [12]. 

3.2. Automatic prediction of any emotions 

In this experiment, we consider a classification task in 8 classes defined as the considered  
8 emotions from the numerical HSV description of the image chromatic content. We 
assemble all images of 8 emotions in one corpus and use the C4.5 algorithm with 10 folds 
cross validation. We observe that the good classification rate is 20%, which is only slightly 
above the baseline model that randomly predicts one of the 8 classes, and that would get 
12.5%. The confusion matrix of Table 1 gives details about this global value. 

 

 

 



 

 

Table 1:  Classification of 8 emotions 

 

The diagonal of the matrix indicates the number of images that are correctly assigned to 
their real emotion, for each predicted class. It can be observed that, except for anticipation, 
they correspond to the maximal value in each column. This means that the predicted class 
anticipation is not dominated by images belonging to the actual class anticipation, thus it does 
not characterize the actual class anticipation. On the contrary, the predicted class trust 
presents the highest number of correctly identified images, which suggests that it may be the 
easiest emotion to detect. Following this way, the emotions joy and disgust are the second and 
the third easiest ones to distinguish. 

To measure the ambiguity of the obtained classes, we compute their entropy representing 
their purity: it quantifies their dispersion on the actual classes and can indicate if there exists 
a dominant emotion in the predicted class. It can be observed that the entropy values are very 
close one to another and very high, as all of them are above 0.9. Consistently with the 
previous observations, the predicted class trust has a slightly smaller value, while anticipation 
has the highest one. 

Reciprocally, we compute the entropy of the emotions on the predicted classes (see last 
column of the table) to assess the dispersion of the real emotions on the predicted classes: 
anticipation is the emotion that is the most dispersed on the obtained classes, confirming the 
difficulty of its prediction. 

3.3. Pair of emotions 

Since it appears to be difficult to distinguish all 8 emotions at one time, we shift our 
attention to pairs of emotion: we consider 28 classification tasks in 2 classes. To that aim, we 
first make 28 new corpuses where each corpus includes images of only two emotions. In this 
experiment, we want to know if one emotion can be distinguished easily from another in each 
pair of emotions. As previously, we use C4.5 to test these 28 corpuses, the obtained results 
are shown in Table 2, ordered by the rate of good classification.  

 

 

 

 



 

 

Table 2:  Classification of pairs of emotions 

 

From the table, it appears that the easiest emotions to distinguish are anger and trust, 
whereas the most difficult are sadness and anger. Furthermore, it can be observed that the 7 
experiments that include trust are situated in the first half part of the table, which confirms 
that trust is the easiest emotion to predict from the considered images. Inversely, emotion 
pairs involving anticipation are located to the end of the table, showing that it is difficult to be 
distinguished from other emotions. The good classification rate for the pair (anticipation, trust) 
is the lowest one in the 7 experiments involving trust. Still, the good classification rates 
remain rather low.  

3.4. Positive and negative emotions 

In this subsection, we consider another experiment that does not aim at distinguishing all 
emotions individually, but at categorizing the images as associated to positive or negative 
emotions, which can be associated to the task of valence prediction. We assign the 8 emotions 
to two principal categories: the first one contains the positive emotions, namely surprise, 
anticipation, trust and joy; the second one contains the negative emotions, i.e. anger, disgust, 
sadness and fear. After this reorganization, we consider a new classification task in these two 
classes. The obtained results are shown in the confusion matrix of Table 3. 

Table 3:  Confusion matrix 

Classified as -> Positive emotions Negative emotions 

Positive emotions 2157 1827 

Negative emotions 1491 2468 

 

The rate of good classification is 58%, which remains low: there is almost no improvement 
related to the performance despite this reorganization and task simplification.  

One reason explaining these results may be the fact that for the images labeled with 
emotional tags in FlickR, the emotion is related to their semantic content, and not to their 
chromatic content: the filtering performed by the semantic restriction may be insufficient. 



 

 

Thus the prediction of any emotional information (emotion itself or its valence) from the 
numerical description of the chromatic content in the HSV space has a high difficulty level: it 
appears to be as difficult as the detection of the object on images and the recognition of the 
image content. 

4. EXPERIMENTS BASED ON COLOR TAGS 

In this section, we consider a linguistic representation of the image chromatic content, 
based on images whose tags contain names of colors. We thus focus on FlickR images for 
which the chromatic content is explicitly indicated as important, which may reduce the bias 
of the image semantic content. Indeed, if an image is labeled with a color term by a user, it 
implies the user wants to accentuate the color role in this image, which may thus be used to 
predict the emotion. We propose to directly use the color tags of the images as their color 
description instead of their HSV histograms. 

To implement this objective, we need images simultaneously labeled with at least one 
emotion tag and one color tag. In order to build such a corpus, we apply the following 
procedure: first we collect images labeled by at least one emotion tag; second we reserve 
images from the first step whose labels contain at least one color term; lastly, we eliminate 
images whose only color tags are black and white. Indeed, these two tags indicate a technical 
property of the images that are out of our studies, as we aim at using colors to categorize 
emotion. 

In these queries, we still use the emotion terms defined in Plutchik’s color model and the 
11 basic color terms in English black, white, red, green, yellow, blue, brown, orange, pink, purple and 
gray that were defined in the color naming reference [10]. We obtain a corpus containing 
22556 images during three years from 2006 to 2009.  

We then perform three studies in this section: we first consider images from the emotion 
point of view, to discover relationships between emotions, and study the use of emotion terms 
in social tagging, before turning to the color point of view. Lastly, in Section 4.3, we study 
the association between emotions and colors. 

4.1. Statistic of the association inter-emotion 
The objective of the study presented in this subsection is to discover relations that may 

exist between emotions, for instance to determine which emotion is more frequently 
associated with another one. 



 

 

 

Figure 2:  Distribution of emotion tags 

First, Figure 2 shows the number of images for each emotion tag, and highlights that the 
distribution about 8 emotions is very unbalanced, and in particular underlines the 
overwhelming quantity of joy images. This may be the sign that people prefer to share their 
“joy” photos in website. On the contrary, the emotions disgust and anticipation only have 102 
and 422 images in the ensemble of images, and are minority. 

Table 4:  Emotion co-occurrences 

 

Table 4 then shows the emotion co-occurrences among images labeled with several 
emotions. It must be underlined that the latter are only 506 images, i.e. about 2% of the 
corpus. The relative distribution of the emotions among the images that possess several 
emotion tags appears to be close to the overall distribution. Regarding the emotion co-
occurrences, it can be observed that the emotions most related to anger are sadness and fear. 
The emotion sadness is more related to anger and fear, indicating that the three of them build a 
group of frequently co-occurring emotions. Another frequent relation is that between trust 
and joy. These results are consistent with intuition, however it is also to be observed that 
there are many images simultaneously tagged with the 2 opposite tags sadness and joy. 

4.2. Statistic of the association inter-colors 
We then study the relations between colors in the same manner as for emotions: Figure 3 

shows the distribution of color tags among all images. It can be observed that it is 
unbalanced, two categories of color terms can be distinguished: black, white, red, green, yellow 
and blue are the frequently used terms, whereas brown, orange, pink, purple and gray are much 
rarer. 



 

 

 

Figure 3:  Distribution of color tags 

It appears that 6827 images from the total corpus containing 22556 images, i.e. 30% of the 
images, are tagged by several color terms, whereas only 2% are labeled with several 
emotions: this may indicate that the emotional content of images is mostly pure and simple, 
while their chromatic content requires more labels. On the other hand, for 70% of the 
images, users use a single color term, which remains a high value. It must be underlined that 
they have no instructions telling them to describe the chromatic content of the image, the 
labeling step is fully free, and so conclusions regarding the presence of a single dominant 
color in the image cannot be drawn. Still, it appears that when labeling images with color 
words, users intuitively mostly settle for a single color. 

Table 5 contains the color co-occurrences for the images labeled with several color words. 
It shows that for black, the most frequently co-occurring colors are red, white and blue in 
order of importance; for white, they are red, blue and black; for red, they are blue and green. 

Table 5:  Color co-occurrences 

 

4.3. Statistic in the relationships between color and emotion tags 

Lastly, we examine the relations between emotions and colors, counting their co-
occurrences in the images labels. When computing this table, we consider that if an image is 
tagged with joy, yellow and red for instance, then 2 co-occurrences are taken into account, 
namely (joy, yellow) and (joy, red). 

 

 



 

 

Table 6: Emotion-color co-occurrences 

 

As shown in Table 6, in particular from the entropy values, it appears that each color has a 
dispersed distribution on emotions and that likewise each emotion is dispersed on the colors. 
In addition, most distributions about emotions are more dispersed than those of colors. 

Nevertheless, regarding the color distribution, it appears that most of the gray images are 
related to sadness, so gray may be said to be mostly a sadness color. The same phenomenon 
happens in purple images which are mostly related to joy; likewise, blue is more associated with 
sadness and joy; black is more related to sadness, fear and, perhaps surprisingly, to joy. 

Analyzing the results by emotions it can be noticed that from the anger column, 603 images 
are also labeled with red, which maximizes the co-occurrence value, reaching a proportion of 
30%: this implies that the anger emotion is more related to red. Similarly, fear is associated 
with black, red and blue. 

These preliminary analyses show that each color represents several emotions, possibly with 
various representative degrees, and that conversely emotions can take several colors. Other 
characterizations to be conducted will aim at refining these observations as well as identifying 
some negative associations, i.e. looking for significant color absences, instead of color 
presences.  

5. CONCLUSION 

  In this paper, we considered the problem of characterizing emotions in terms of colors, in 
an unconstrained experimental setup, using a social tagging system that enables users to 
freely label images, without imposing restrictions regarding the label or the image choices. 
We studied the use and the distribution of both emotional and color tags, analyzing the co-
occurrence matrices and performing several classification tasks to qualify the relations 
between colors and emotions. We took into account two types of color description: an 
objective, numerical one that represents images in the HSV color space and a subjective, 
linguistic one that exploits the color words labels used by the annotators. When using the 
numerical color description, the prediction task appears to have a high difficulty level, 
comparable to that of the automatic recognition of the image content: it would be interesting 
to study the relation between some objects and emotions. Still the analyses carried out on 
these data collected from FlickR show promising results, both for the association of emotions 
to colors and for the reciprocal association of colors to emotions. Future works aim at 



 

 

applying machine learning techniques to these data, and in particular association rules 
methods, to extract more precise chromatic characterizations of emotions in a social tagging 
framework. 
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