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ABSTRACT

This paper proposes a novel method to read expressions on thehuman face through an unob-

trusive wearable device by applying computational methodsto bioelectrical signals captured on

the side of the face. The captured signals are considered to be a mixture of distal electromyo-

graphic signals and other biological signals and can be usedto achieve a personal, pattern based

identification of the facial expression. Over 90% accuracy of facial expression recognition was

ascertained using this method even when presented with cross-talk from other muscles. We have

been developing a wearable device, calledEmotion Reader, which was not only able to identify

emotional facial expressions in real-time but also to display the emotion in a continuous manner.

Keywords: Facial expression, Emotional behavior, Electromyography, Non-verbal communi-

cation, Wearable interface.

1. INTRODUCTION

Facial expressions play a significant role in interpersonalinformation exchange by providing

additional information about the emotional state or intention of the person displaying them [1].

As stated by Ekman [2], the face is a multisignal system showing both voluntary and involuntary

expressions and is therefore necessary for successful communication [3]. The smile can express

affection, humor and put others at ease as well as induce a smile in others through facial mimicry

[4]. Because of this, several approaches have been followedin order to read emotions automati-

cally from the face.

The traditional approach to recognizing emotional facial expression uses video and photo-
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graphic cameras and subsequently computer vision algorithms to identify facial expressions [5, 6].

These methods however require a camera directed at the person’s face and have little tolerance

against occlusion or changes in lighting conditions or camera angles.

Another approach for facial expression recognition is the wearable approach. An example of

this is the use of displacement sensors attached to the facial skin, as in MIT’s Expression Glasses

[7]. On the other hand, recognition of facial expressions can also be achieved through the analysis

of the facial surface electromyographic (EMG) signals. Traditionally, facial EMG signals were

acquired by placing electrodes on the epidermis directly over the facial muscles responsible for the

expressions being analyzed, as recommended by Fridlund andCacioppo [8], in order to achieve

a stronger signal and to minimize cross-talk, which is the propagation of electrical signals to and

from neighboring muscles [8, 9, 10]. The analyzed muscles are usuallycorrugator supercilii

(activated while frowning, negative emotional valence) and zygomaticus major(activated while

smiling, positive emotional valence) in order to try to objectively identify the valence of emotional

experiences [10, 11, 12, 13, 14]. However, placing the electrodes directly on top of the muscles

on the face has several drawbacks: First, the electrodes andtape or other apparatus used to attach

them cover the face, hide the expression and look unnatural,in addition to having their own weight

and inhibiting the facial movements, both of which are undesirable in an interface [15]. Finally,

because of the movement of the face, electrodes are easily dislodged or moved.

Other research has shown that cross-talk, has been successfully used to predict finger movement

by taking signals from the arm using distal EMG [16, 17]. To date, however, no reliable and

unobtrusive interfaces to read facial expressions using bioelectrical signals and display them in

real-time have been developed.

This work proposes the use of cross-talk to get information about facial expressions from bio-

electrical potentials captured on areas on the side of the face making emotion reading unobtrusive.

Because of the mixed nature of cross-talk it is necessary to transform the sampled signal. We

propose a classification method by combining two techniques: Independent Component Analy-

sis (ICA) to transform the signals into independent components and an Artificial Neural Network

(ANN) to achieve accurate facial expression identification. Both just ANN [16], and ANN and ICA

jointly [17], have been used to recognize hand and finger movements from distal EMG signals.

The goal of this research is to develop an emotional communication aid to improve human-

human communication through an emotion reading system thatcan recognize the subject’s emo-

tions in real-time and is able to display the output in different formats. Additionally it must be un-

obtrusive to the user, not inhibit expressions and work in any environment regardless of changing

lighting conditions and position of the subject. At this time, the research focuses on recognizing

the smile from other expressions.

TheEmotion Readerhas applications in several areas, especially in therapy and assistive tech-

nology. It can be used to provide biofeedback to patients during rehabilitation and a quantitative

smile evaluation during smile training. Additionally it can aid the visually impaired: the listener

is able to perceive the speaker’s facial expressions, through alternative forms of communication

such as audio or vibro-tactile stimulation. It is also a toolin e-learning, distance communication



Figure 1: Emotion ReaderOverview

Figure 2: System Overview

and computer games because it can transmit the facial expression automatically without the need

of high bandwidth. Because it is an unobtrusive wearable device it can be used outside the lab-

oratory for continuous expression detection in environments where cameras are not supported or

where subjects require high mobility. Another applicationlies in increasing the quality of life

for patients suffering from facial paralysis, where the signals obtained from the healthy side of

the face can be used to control a robot mask that produces an artificial smile on the paralyzed

side [18]. In this paper, we first discuss the methodology used for the recognition of emotional

facial expressions. Then we show several experiments on thesubjects’ bioelectrical signals. The

obtained results show the significant rate of recognition inreal-time and verify that the design of

a wearable interface is feasible. Subsequently the wearable interface device will be introduced.

Finally a discussion and conclusions will be presented.

2. METHODOLOGY

An overview of theEmotion Readeris illustrated in figure 1. The subject is required to wear

the interface around the ear to obtain bioelectrical signals (B.E.S.) which are filtered and then run

through the Signal Processing Module where ICA is used to separate independent components

(I.C.). The signals are then filtered again and subsequentlyclassified as patterns by an ANN. The

output can be used to light a led on the wearable interface or be transmitted wired- or wirelessly

through a network to be used by an application. The system overview is illustrated in figure 2.

2.1. Bioelectrical Signals measurement

As stated in previous studies [3], several muscles are activated for each facial expression. The

main muscle activated during smiling for both voluntary andinvoluntary expressions iszygomati-

cus major, butorbicularis oculi (see figure 3a) is also contracted for thefelt smile [3].

Because of cross-talk, when obtaining data from the side of the face, EMG from other muscles

of the face not involved in smiling are also included in the sampled signal. A simplified model



Figure 3: a. Typical muscles of the face [19] b. EMG cross-talk [19] c.an example of the proposed

electrode placement.

Figure 4: Bioelectrical signals. a. Averaged filtered signal for different facial expressions. b.

Frequency domain of the raw signals for biting and simultaneous biting and smiling.

of cross-talk is shown in figure 3b. For the distal detection,four electrode pairs were placed on

the subject’s face, two pairs on each side of the face. The electrode locations that were used

are shown in figure 3c. This is a new approach to bioelectricalsignal capture on the face as

opposed to the traditional electrode placement directly ontop of the muscles, which makes it even

more difficult to differentiate facial expressions from bioelectrical signals. Even when placing the

electrodes directly overzygomaticus major, which should provide a clearer signal, it is not possible

to differentiate between just “biting” and “simultaneous biting and smiling” because the signals for

both these movements are similar in amplitude and their domains overlap, as described in figure

4a. As people sometimes bite down while smiling this poses a problem for the classification of the

facial expression. The frequency domain does not offer significant information on the type of facial

expression either because there are no distinctive frequency domains for different expressions as

shown in figure 4b.

A more complex form of analysis is therefore necessary for the classification of facial expres-

sions. In this case, ICA was implemented.

2.2. ICA and ANN based Classification

ICA separates statistically independent source signals iteratively from their sampled linear com-

binations (signal mixtures) and produces a demixing matrixthat can be applied to the mixed signal

and transforms it linearly into its independent components. It assumes that the source signals are

independent and that there are usually at least as many different sampled mixtures of a set of source

signals as there are source signals themselves [20].

It is appropriate to apply ICA to face EMG, because EMG signals originate from different



Figure 5: Signal Processing Module

muscle groups therefore the original signals are statistically independent [17]. In addition, because

one can place electrodes on different positions on the face,it is possible to acquire different mixed

signals for analysis where the original signals are presentin different intensities.

In this implementation, the fastICA [21] and a Gaussian kernel, g(α) = αe−
2α2

2 , are used in

the signal processing module.

Four mixed signals were recorded and different number of I.C. were attempted in order to look

for the best possible recognition rates.

Because of the iterative nature of ICA, it is impossible to determine the order of the indepen-

dent components after demixing and their exact amplitude and sign also cannot be determined.

Therefore an adaptive system that can be trained with the obtained independent components must

be used. Multilayer ANNs can provide nonlinear classifications and can be trained with data from

each subject and self-calibrate regardless of the order andamplitude of the obtained independent

components from the ICA [22]. The ANN is a two-layer feed-forward network, with sigmoid

hidden and output neurons. 4 neurons were used in the hidden layer. Input are the independent

components and output is a binary vector categorizing the expression as “smile” or “not-smile”.

For training of the ANN it was decided to use the patterns of neutral, smiling, biting and simul-

taneous smiling and biting face. The model was subsequentlyexpanded to include the frown. An

overview of the Signal Processing Module can be seen in figure5.

The sampled and filtered data at timet, at thei-th electrode is defined asxi(t) (i = {1, 2, ..., Ne}

whereNe represents the number of electrode pairs).Xi(t) is the collection ofxi used for ICA,

whereXi(t) = {xi(t), xi(t + 1), ...}. After separation by the ICA each independent component

is defined as

bj(t) = Wxi(t)(j = {1, 2, 3, ..., Nc}) (1)

whereNc represents the number of independent components andW is the demixing matrix.Bj(t)

is the collection of allbj(t), whereBj(t) = {bj(t), bj(t + 1), ...}. Before the demixed I.C. are

fed to the ANN, their absolute value is calculated and they are run through an averaging filter

for smoothing (windowτα=100 ms),Uj(t) is the output of the averaging filter. Calculating the

absolute value serves to avoid values of amplitude canceling each other out during the smoothing.

The averaging filter discards outliers and gives a more accurate value for prediction of movement

because each smoothed value represents a window of measurement.

Uj(t) is used for training the ANN. Then,Y (t) is the output of the ANN, whereY (t) =
{

y1(t), y2(t)..., yNf
(t)

}

andNf is the number of expressions in which to classify the data. The

patternP (t) is the classification result of the emotional facial expression, which is integrated



Figure 6: Electrode placement locations

within the constant time windowτβ where:

P (t) = max

{

∫ t

t−τβ

(y1),

∫ t

t−τβ

(y2), ...,

∫ t

t−τβ

(yNf
)

}

(2)

For calibration we need sampled data from each individual subject forTΘ [s], which is used to

create the demixing matrix and train the ANN. In this implementationNe = 4 andNf = 2 for

classifying only the smile andNf = 3 after including the frown.

3. EXPERIMENTS

In order to verify if distal sEMG signals can be used for accurate recognition of facial expres-

sions, we first obtained recordings of bioelectrical signals from the side of the face (two bipolar

electrode pairs on each side of the face) using Vitrode F Ag/AgCl disposable surface electrodes

on 6 subjects. The electrode locations (Ne=4) are shown in figure 6. The subjects were 6 healthy

individuals (3 female, 3 male), whose mean age was 31 years (ranging from 22 to 52 years). The

subjects were asked to produce voluntary expressions or movements and maintain them for cal-

ibration. In this experiment, the calibration timeTΘ for each expression is 4 [s]. 4 recordings

(sets), of 4 seconds each, were made of each expression and were then used as training or test

sets (each set was used twice as training set and as test set for all other belonging to the same

subject). The sampling rate was 1000 Hz. All signals were filtered with a pass-band (5-400 Hz)

and a notch-filter (50 Hz) to avoid power noise. One group, 16 seconds in length (4 seconds for

each expression{“neutral”, “smile”, “bite-smile”, “bite”} ) was used for the ICA and training the

ANN. Recordings of another instance of the same expression were then separated into their I.C.

by the produced matrix and fed through the trained ANN for classification as a test set.

3.1. Smiling face classification

Figure 7a shows a performance comparison between the training set and test set in terms of the

classification rate. The time length of the test set is 16 seconds,Nf =2, {“smile”, “non smile”}.

Feeding the 4 raw signals directly to the ANN, offered in average only 71.33±10.21% accurate

classifications through the ANN. On the other hand, after training with the signals separated in their

I.C. (Nc=4), it was possible to achieve in average 93.62±7.07% accurate classification through the

ANN in the test set.

In order to investigate the personal and user specific natureof the sEMG signal and the ICA, it

was also attempted to classify the sEMG data from a subject byfeeding it to an ANN trained with



Figure 7: a. Raw Signal trained ANN vs. Independent Component trained ANN classification in

%. b. Correct classification for subject 1, subject 2 and by testing with the trained ANN by the

other subjects’ data. c. Correct recognition of “smile”, “frown” and “neither” in %

Figure 8: Smile detection (indicated by grey areas) from B.E.S. in a continuous data stream.

data from another. The results can be seen in figure 7b. It should be noted that the classification of

the other subject’s facial expressions is very poor.

3.2. 3-States Classification

We also expanded the proposed model to include the frown (Nf =3, {“smile”, “frown”, “nei-

ther”}), because facial EMG is usually used to assign positive or negative valence for emotional

expressions. We carried out extended experiments for the classification of three facial expressions.

The following results for correct classification (Fig. 7c) were obtained after training the network.

The experimental conditions are the same as the previous experiments’, with the addition of the

“frown” to the training and test sets.

3.3. Realtime Smile Detection

By using a demixing matrix and an ANN trained with one of the previously recorded sets, it

was possible to adequately classify the smile from a continuous data-stream. As can be seen in

figure 8, smiles were predominantly correctly classified by the ANN. Real-time classification of

the smile was possible by using theEmotion Reader(Fig. 9). The smile was displayed in the

form of lit LEDs on the side of the face. The sampling window for classificationτβ was 0.25 s.

The display is updated every 0,5 s allowing for signal processing. Furthermore, movements and

expressions not part of the training set (blinking, head movements) were not misclassified by the

device.



Figure 9: A prototype of theEmotion Reader

Figure 10: a. Number of I.C. (Nc={1, 2, 3, 4}) vs. average percentage of accurate classification.

b. Total K-L Divergence for the raw signal and 4 I.C.

4. DISCUSSION

It has been shown that is possible to accurately identify smiling and non-smiling faces from

bioelectrical signals on the side of the face. The ICA analysis works well for EMG signals because

the different muscle groups generate statistically independent signals that propagate through the

face and could be captured at different locations making ICApossible.

In order to investigate the characteristics of the independent components, we conducted sev-

eral experiments with different conditions. We first tried to find a number of I.C. that provided

good demixed signals for subsequent classification throughthe ANN. With regard to the different

number of I.C.s that could be separated for classification, we obtained the average percentage of

accurate classification for one subject. Figure 10a shows that the average correct classification

increases as the number of I.C. used is increased.

By increasing the number of I.C., it was possible to increasethe accuracy of the classification:

One I.C. offered poor results, but 4 gave very accurate classification. Therefore a good classifi-

cation is possible using 4 electrode pairs that can be attached comfortably to the side of the face

making a wearable device feasible. Interference created bythe jaw muscles during biting, a persis-

tent problem in facial bioelectrical signal capture, is overcome with the ICA, providing good input

vectors for the ANN. The use of an ANN for a pattern based identification of facial expressions

instead of trying to identify signals belonging to a specificmuscle is a new approach to facial ex-

pression analysis based on physiological signals. The use of an ANN for classification overcomes

the weakness in the ICA regarding the uncertainty in the order in which the channels are decoded

and their amplitudes. The Kullback-Leiber Divergence [22]of the probability distribution was

calculated for each signal and for each expression in pairs.The results were added (Fig. 10b). As

the K-L Divergence between components increases, so does the correct classification through the

ANN.



It is the nature of bioelectrical signals to be a mixture of several source signals, but by increas-

ing the independence of the components from each other through ICA, the classification of the

ANN is improved. Even when using the ICA, ICA matrices that produce components with higher

independence from each other, and therefore a higher K-L divergence, show higher classification

rates. This can be used as a tentative measure to choose the best possible demixing matrix from a

set before feeding the signal to the ANN.

5. CONCLUSIONS

In this paper we proposed a novel methodology to analyze facial expressions using distal sEMG

and bioelectrical signals, independent component analysis and a trained ANN. It was shown that it

is possible to detect the smile from signals captured on a location not directly on top of the muscles

responsible for it in a continuous manner. A good identification can be achieved by using a small

number of electrodes placed distally on the face. Further, it becomes apparent that a pattern based

identification of facial expressions is necessary and that an adaptive mechanism like an ANN is

required for classification because of the differences in the sEMGs from person to person.

The results of trying to identify one subject’s facial expressions by using an ANN trained with

data from another subject showed a very low recognition rate. This is to be expected because of

the personal nature of EMG signals.

It was also shown that the K-L Divergence between independent components is greater than that

of the raw signal, showing than an ICA approach for facial bioelectrical signal analysis is adequate

as an increased K-L Divergence value leads to a better classification through the ANN.

It has finally been shown that it is feasible to design a wearable interface for emotion reading in

real-time based on bioelectrical signals that, because of its wearable and unobtrusive design, can

be used by subjects in an everyday environment outside the laboratory.

Future work should include increasing the number and degreeof the recognized facial expres-

sions.
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