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ABSTRACT

This paper proposes a novel method to read expressions dmuhan face through an unob-
trusive wearable device by applying computational methodsioelectrical signals captured on
the side of the face. The captured signals are considered torhixture of distal electromyo-
graphic signals and other biological signals and can be tsadhieve a personal, pattern based
identification of the facial expression. Over 90% accuratfacial expression recognition was
ascertained using this method even when presented with-tatkssfrom other muscles. We have
been developing a wearable device, callgdotion Readerwhich was not only able to identify
emotional facial expressions in real-time but also to digphe emotion in a continuous manner.

Keywords: Facial expression, Emotional behavior, Electromyograplgn-verbal communi-
cation, Wearable interface.

1. INTRODUCTION

Facial expressions play a significant role in interpersamf@rmation exchange by providing
additional information about the emotional state or iritaniof the person displaying them [1].
As stated by Ekman [2], the face is a multisignal system shgwioth voluntary and involuntary
expressions and is therefore necessary for successful goitation [3]. The smile can express
affection, humor and put others at ease as well as inducela sndthers through facial mimicry
[4]. Because of this, several approaches have been follanverter to read emotions automati-
cally from the face.

The traditional approach to recognizing emotional facigbression uses video and photo-
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graphic cameras and subsequently computer vision algwsitb identify facial expressions [5, 6].
These methods however require a camera directed at thenjsefaoce and have little tolerance
against occlusion or changes in lighting conditions or canamgles.

Another approach for facial expression recognition is tle&arsble approach. An example of
this is the use of displacement sensors attached to the kaia as in MIT’s Expression Glasses
[7]. On the other hand, recognition of facial expressionsalao be achieved through the analysis
of the facial surface electromyographic (EMG) signals. ditianally, facial EMG signals were
acquired by placing electrodes on the epidermis directiy tve facial muscles responsible for the
expressions being analyzed, as recommended by Fridlun€acidppo [8], in order to achieve
a stronger signal and to minimize cross-talk, which is th@ppgation of electrical signals to and
from neighboring muscles [8, 9, 10]. The analyzed musclesuauallycorrugator supercilii
(activated while frowning, negative emotional valencel aggomaticus majo(activated while
smiling, positive emotional valence) in order to try to atjeely identify the valence of emotional
experiences [10, 11, 12, 13, 14]. However, placing the eddet directly on top of the muscles
on the face has several drawbacks: First, the electrodetapadr other apparatus used to attach
them cover the face, hide the expression and look unnatordidition to having their own weight
and inhibiting the facial movements, both of which are uirdédée in an interface [15]. Finally,
because of the movement of the face, electrodes are easlitglged or moved.

Other research has shown that cross-talk, has been sudlyesséd to predict finger movement
by taking signals from the arm using distal EMG [16, 17]. Tdegda&however, no reliable and
unobtrusive interfaces to read facial expressions usiogléttrical signals and display them in
real-time have been developed.

This work proposes the use of cross-talk to get informatiooua facial expressions from bio-
electrical potentials captured on areas on the side of deerfeaking emotion reading unobtrusive.
Because of the mixed nature of cross-talk it is necessaryatsform the sampled signal. We
propose a classification method by combining two technigqlredependent Component Analy-
sis (ICA) to transform the signals into independent comptsiand an Artificial Neural Network
(ANN) to achieve accurate facial expression identificatiBath just ANN [16], and ANN and ICA
jointly [17], have been used to recognize hand and finger mews from distal EMG signals.

The goal of this research is to develop an emotional comnatioit aid to improve human-
human communication through an emotion reading systenctratecognize the subject’s emo-
tions in real-time and is able to display the output in défarformats. Additionally it must be un-
obtrusive to the user, not inhibit expressions and work inenvironment regardless of changing
lighting conditions and position of the subject. At this &inthe research focuses on recognizing
the smile from other expressions.

The Emotion Readehas applications in several areas, especially in theragyaasistive tech-
nology. It can be used to provide biofeedback to patienttduehabilitation and a quantitative
smile evaluation during smile training. Additionally itrcaid the visually impaired: the listener
is able to perceive the speaker’s facial expressions, gfr@lternative forms of communication
such as audio or vibro-tactile stimulation. It is also a tmoé-learning, distance communication
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Figure 2: System Overview

and computer games because it can transmit the facial ekpnesutomatically without the need
of high bandwidth. Because it is an unobtrusive wearablécddt can be used outside the lab-
oratory for continuous expression detection in environimevhere cameras are not supported or
where subjects require high mobility. Another applicati@s in increasing the quality of life
for patients suffering from facial paralysis, where thensig obtained from the healthy side of
the face can be used to control a robot mask that producestiiciarsmile on the paralyzed
side [18]. In this paper, we first discuss the methodologyd dee the recognition of emotional
facial expressions. Then we show several experiments osuthjects’ bioelectrical signals. The
obtained results show the significant rate of recognitioreal-time and verify that the design of
a wearable interface is feasible. Subsequently the weaiatdrface device will be introduced.
Finally a discussion and conclusions will be presented.

2. METHODOLOGY

An overview of theEmotion Readers illustrated in figure 1. The subject is required to wear
the interface around the ear to obtain bioelectrical sg(BIE.S.) which are filtered and then run
through the Signal Processing Module where ICA is used tars¢p independent components
(I.C.). The signals are then filtered again and subsequelahgified as patterns by an ANN. The
output can be used to light a led on the wearable interface dramsmitted wired- or wirelessly
through a network to be used by an application. The systemvieveis illustrated in figure 2.

2.1. Bioelectrical Signals measurement
As stated in previous studies [3], several muscles areaetivfor each facial expression. The

main muscle activated during smiling for both voluntary ameluntary expressions isygomati-
cus major butorbicularis oculi(see figure 3a) is also contracted for fet smile [3].

Because of cross-talk, when obtaining data from the sideeoface, EMG from other muscles
of the face not involved in smiling are also included in thenpked signal. A simplified model
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Figure 4. Bioelectrical signals. a. Averaged filtered signal forfeliént facial expressions. b.
Frequency domain of the raw signals for biting and simulkbasebiting and smiling.

of cross-talk is shown in figure 3b. For the distal detectiony electrode pairs were placed on
the subject’s face, two pairs on each side of the face. Tharete locations that were used
are shown in figure 3c. This is a new approach to bioelectsaatal capture on the face as
opposed to the traditional electrode placement directlioprof the muscles, which makes it even
more difficult to differentiate facial expressions from dliectrical signals. Even when placing the
electrodes directly overygomaticus majomwhich should provide a clearer signal, it is not possible
to differentiate between just “biting” and “simultaneousry and smiling” because the signals for
both these movements are similar in amplitude and their dwraverlap, as described in figure
4a. As people sometimes bite down while smiling this posashbl@m for the classification of the
facial expression. The frequency domain does not offelifstgmt information on the type of facial
expression either because there are no distinctive fregugmmains for different expressions as
shown in figure 4b.

A more complex form of analysis is therefore necessary ferclassification of facial expres-
sions. In this case, ICA was implemented.

2.2. ICA and ANN based Classification

ICA separates statistically independent source sigreiatively from their sampled linear com-
binations (signal mixtures) and produces a demixing mé#tiax can be applied to the mixed signal
and transforms it linearly into its independent componelitassumes that the source signals are
independent and that there are usually at least as mangedifieampled mixtures of a set of source
signals as there are source signals themselves [20].

It is appropriate to apply ICA to face EMG, because EMG sigraiginate from different
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Figure 5: Signal Processing Module

muscle groups therefore the original signals are stagibfimdependent [17]. In addition, because
one can place electrodes on different positions on the feisgossible to acquire different mixed
signals for analysis where the original signals are presedifferent intensities.

_2a%
2

In this implementation, the fastiCA [21] and a Gaussian &krp(«) = ae
the signal processing module.

, are used in

Four mixed signals were recorded and different number ofére attempted in order to look
for the best possible recognition rates.

Because of the iterative nature of ICA, it is impossible ttedmine the order of the indepen-
dent components after demixing and their exact amplitudesign also cannot be determined.
Therefore an adaptive system that can be trained with tharaat independent components must
be used. Multilayer ANNs can provide nonlinear classiftmagi and can be trained with data from
each subject and self-calibrate regardless of the ordeaanuiitude of the obtained independent
components from the ICA [22]. The ANN is a two-layer feedward network, with sigmoid
hidden and output neurons. 4 neurons were used in the hidglen linput are the independent
components and output is a binary vector categorizing tipeession as “smile” or “not-smile”.
For training of the ANN it was decided to use the patterns oftrad, smiling, biting and simul-
taneous smiling and biting face. The model was subsequergignded to include the frown. An
overview of the Signal Processing Module can be seen in figure

The sampled and filtered data at timat thei-th electrode is defined as(¢) (i = {1,2,..., N.}
where N, represents the number of electrode paitX)(t) is the collection ofr; used for ICA,
where X;(t) = {xz;(t),z;(t + 1), ...}. After separation by the ICA each independent component
is defined as

b(t) = Wai(t)(j = {1,2,3,..., Nc}) 1)

whereN,. represents the number of independent component$iaisthe demixing matrixB; (t)

is the collection of alb;(t), whereB;(t) = {b;(t),b;(t+1),...}. Before the demixed I.C. are
fed to the ANN, their absolute value is calculated and theyran through an averaging filter
for smoothing (windowr,=100 ms),U;(t) is the output of the averaging filter. Calculating the
absolute value serves to avoid values of amplitude cargcetich other out during the smoothing.
The averaging filter discards outliers and gives a more atewalue for prediction of movement
because each smoothed value represents a window of measitirem

U;(t) is used for training the ANN. Theny (¢) is the output of the ANN, wher&’(t) =
{yl(t),yg(t)..., YN, (t)} and Ny is the number of expressions in which to classify the datee Th
pattern P(t) is the classification result of the emotional facial exp@sswhich is integrated



Figure 6: Electrode placement locations

within the constant time window; where:

P(t) = max{ | :B@Nf)} @

For calibration we need sampled data from each individuajlesti for T [s], which is used to
create the demixing matrix and train the ANN. In this implenation N, = 4 and Ny = 2 for
classifying only the smile and/; = 3 after including the frown.

3. EXPERIMENTS

In order to verify if distal SEMG signals can be used for aateirecognition of facial expres-
sions, we first obtained recordings of bioelectrical sigriedm the side of the face (two bipolar
electrode pairs on each side of the face) using Vitrode F g@iAdisposable surface electrodes
on 6 subjects. The electrode locatiodg.£4) are shown in figure 6. The subjects were 6 healthy
individuals (3 female, 3 male), whose mean age was 31 yeangi(rg from 22 to 52 years). The
subjects were asked to produce voluntary expressions oements and maintain them for cal-
ibration. In this experiment, the calibration tinfg, for each expression is 4 [s]. 4 recordings
(sets), of 4 seconds each, were made of each expression aadh&a used as training or test
sets (each set was used twice as training set and as test sdit dther belonging to the same
subject). The sampling rate was 1000 Hz. All signals wereréli with a pass-band (5-400 Hz)
and a notch-filter (50 Hz) to avoid power noise. One group,€d®sds in length (4 seconds for
each expressiofi‘neutral”, “smile”, “bite-smile”, “bite”} ) was used for the ICA and training the
ANN. Recordings of another instance of the same expressarm then separated into their I.C.
by the produced matrix and fed through the trained ANN fossifécation as a test set.

3.1. Smiling face classification

Figure 7a shows a performance comparison between thengadet and test set in terms of the
classification rate. The time length of the test set is 16 rm#saV,=2, {“smile”, “non smile”}.
Feeding the 4 raw signals directly to the ANN, offered in ager only 71.3310.21% accurate
classifications through the ANN. On the other hand, afténitng with the signals separated in their
I.C. (N.=4), it was possible to achieve in average 93:827% accurate classification through the

ANN in the test set.

In order to investigate the personal and user specific nafutee SEMG signal and the ICA, it
was also attempted to classify the SEMG data from a subjefaduing it to an ANN trained with
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Figure 8: Smile detection (indicated by grey areas) from B.E.S. in@iauous data stream.

data from another. The results can be seen in figure 7b. Hdhewnoted that the classification of
the other subject’s facial expressions is very poor.

3.2. 3-States Classification

We also expanded the proposed model to include the fraWy+8, {“smile”, “frown”, “nei-
ther”}), because facial EMG is usually used to assign positive gatiee valence for emotional
expressions. We carried out extended experiments for #ssification of three facial expressions.
The following results for correct classification (Fig. 7céne obtained after training the network.
The experimental conditions are the same as the previowerimgnts’, with the addition of the
“frown” to the training and test sets.

3.3. Realtime Smile Detection

By using a demixing matrix and an ANN trained with one of theyiwusly recorded sets, it
was possible to adequately classify the smile from a coatiswlata-stream. As can be seen in
figure 8, smiles were predominantly correctly classified iy ANN. Real-time classification of
the smile was possible by using tE#notion Reade(Fig. 9). The smile was displayed in the
form of lit LEDs on the side of the face. The sampling window étassificationr3 was 0.25 s.
The display is updated every 0,5 s allowing for signal precgs Furthermore, movements and
expressions not part of the training set (blinking, head enoents) were not misclassified by the
device.
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4. DISCUSSION

It has been shown that is possible to accurately identifjisgnand non-smiling faces from
bioelectrical signals on the side of the face. The ICA anal®rks well for EMG signals because
the different muscle groups generate statistically inddpat signals that propagate through the
face and could be captured at different locations making possible.

In order to investigate the characteristics of the indepah@omponents, we conducted sev-
eral experiments with different conditions. We first triedfind a number of I.C. that provided
good demixed signals for subsequent classification thralugRANN. With regard to the different
number of I.C.s that could be separated for classificatianpbtained the average percentage of
accurate classification for one subject. Figure 10a shouaisttie average correct classification
increases as the number of I.C. used is increased.

By increasing the number of I.C., it was possible to incrahseaccuracy of the classification:
One I.C. offered poor results, but 4 gave very accurate ifilzeson. Therefore a good classifi-
cation is possible using 4 electrode pairs that can be atacbmfortably to the side of the face
making a wearable device feasible. Interference creatdékeojaw muscles during biting, a persis-
tent problem in facial bioelectrical signal capture, ismeene with the ICA, providing good input
vectors for the ANN. The use of an ANN for a pattern based ifleation of facial expressions
instead of trying to identify signals belonging to a speaifiascle is a new approach to facial ex-
pression analysis based on physiological signals. Thefume ANN for classification overcomes
the weakness in the ICA regarding the uncertainty in therdrderhich the channels are decoded
and their amplitudes. The Kullback-Leiber Divergence [22}he probability distribution was
calculated for each signal and for each expression in paire.results were added (Fig. 10b). As
the K-L Divergence between components increases, so deewtlect classification through the
ANN.



It is the nature of bioelectrical signals to be a mixture afesal source signals, but by increas-
ing the independence of the components from each otherghrt©A, the classification of the
ANN is improved. Even when using the ICA, ICA matrices thaigirce components with higher
independence from each other, and therefore a higher Kérgince, show higher classification
rates. This can be used as a tentative measure to choosestlpobsible demixing matrix from a
set before feeding the signal to the ANN.

5. CONCLUSIONS

In this paper we proposed a novel methodology to analyzalfaxpressions using distal SEMG
and bioelectrical signals, independent component arsady®l a trained ANN. It was shown that it
is possible to detect the smile from signals captured onatitmt not directly on top of the muscles
responsible for it in a continuous manner. A good identiftcatan be achieved by using a small
number of electrodes placed distally on the face. Furthbedomes apparent that a pattern based
identification of facial expressions is necessary and thatdaptive mechanism like an ANN is
required for classification because of the differencesestBMGs from person to person.

The results of trying to identify one subject’s facial exggi®ns by using an ANN trained with
data from another subject showed a very low recognition rakes is to be expected because of
the personal nature of EMG signals.

It was also shown that the K-L Divergence between indepdarmemponents is greater than that
of the raw signal, showing than an ICA approach for faciaktgotrical signal analysis is adequate
as an increased K-L Divergence value leads to a better fitzd&in through the ANN.

It has finally been shown that it is feasible to design a wdaralterface for emotion reading in
real-time based on bioelectrical signals that, becausts efearable and unobtrusive design, can
be used by subjects in an everyday environment outside oeatory.

Future work should include increasing the number and degfré®e recognized facial expres-
sions.

REFERENCES

[1] Ekman, P, Friesen, W. V, and Ellsworth, P. What emotiotegaries or dimensions can
observers judge from facial behavior? In Ekman, P, edEonotion in the Human Face
Cambridge University Press, 1982.

[2] Ekman, P. Strong evidence for universals in facial egpi@ns: A reply to russells mistaken
critique. Psychological Bulletin115(2):268—-87, 1994.

[3] Surakka, V and Hietanen, J. Facial and emotional reastto duchenne and non-duchenne
smiles. International Journal of Psychophysiologd9:23—-33, 1998.

[4] Dimberg, U and Thunberg, M. Rapid facial reactions to &omal facial expressionsScan-
dinavian Journal of Psycholog9:39-45, 1998.

[5] Cohn, J, Zlochower, A, Lien, J, and Kanade, T. Automatackfanalysis by feature point



tracking has high concurrent validity with manual facs ogdiPsychophysiology36:35-43,
1999.

[6] Cohen, I, Sebe, N, Garg, A, Chen, L, and Huanga, T. Fadiatession recognition from
video sequences: temporal and static model®gmputer Vision and Image Understanding
91:160-187, 2003.

[7] Scheirer, J, Fernandez, R, and Picard, R. W. Expressassgs: A wearable device for facial
expression recognition. I6HI '99 Short PapersPittsburgh, PA, 1999.

[8] Fridlund, A and Cacioppo, J. Guidelines for human eletyographic research.Psy-
chophysiology23:567-589, 1986.

[9] Sato, W and Yoshikawa, S. Spontaneous facial mimicryesponse to dynamic facial ex-
pressionsCognition 104:1-18, 2007.

[10] Partala, T, Surakka, V, and Vanhala, T. Real-time estiiom of emotional experiences from
facial expressionsinteracting with Computersl8:208—-226, 2005.

[11] Achaibou, A, Pourtois, G, Schawarz, S, and Vuilleumier Simultaneous recording of
eeg and facial muscle reactions during spontaneous erabtitimicry. Neuropsychologia
46:1104-1113, 2008.

[12] Jancke, L. Facial emg in an anger-provoking situatimdividual differences in directing
anger outwards or inwardfnternational Journal of Psychophysiolag®3:207-214, 1996.

[13] M.Shut, Tuinenbreijer, K, van den Broek, E, van Herkadd Westerink, J. Computing
emotion awareness through galvanic skin response and &et@romyography. Probing
Experience8:149-162, 2008.

[14] Cacioppo, J, Petty, R, Losch, M, and Kim, H. S. Electragmaphic activity over facial
muscle regions can differentiate the valence and intewsigffective reactionsJournal of
Personality and Social Psychology0:260-268, 1989.

[15] Huang, C.-N, Chen, C.-H, and Chung, H.-Y. The review gblacations and measurements
in facial electromyographyJournal of Medical and Biological Engineerin@5(1):15-20,
2004.

[16] Tsenov, G, Zeghbib, A, Palis, F, Soylev, N, and Mladendv Visualization of an on-line
classification and recognition algorithm of emg signatsurnal of the University of Chemical
Technology and Metallurgy3(1):154-158, 2008.

[17] Naik, G, Kumar, D, Singh, V, and Palaniswam, M. Hand gesst for hci using ica of emg.
In HCSNet Workshop on the Use of Vision in Human-Computerdatien (VisHCI 2006)
Canberra, Australia, 2006.

[18] Jayatilake, D and Suzuki, K. A soft actuator based esgive mask for facial paralyzed
patients. In2008 IEEE/RSJ International Conference on Intelligent ®stand Systems
(IROS 2008)Nice, France, 2008.

[19] Drake, R, Vogl, W, Mitchell, A, and Gray, H.Grays Anatomy for StudentsElesevier/
Churchill Livingstone, 2005.

[20] Haykin, S.Unsupervised Adaptive Filteringlohn Wiley & Sons, Inc., USA, 2000.

[21] Gavert, H, Hurri, J, Sarela, J, and Hyvarinen, A. skea package for matlab.
http://www.cis.hut.fi/projects/ica/fastica/, 2005. [@essed 2009 January 20th].

[22] Duda, R, Hart, P, and Stork, [Pattern ClassificationJohn Wiley & Sons, Inc., USA, 2001.



